Noise-adaptive Margin-
based Active Learning, and G s o e
LLower Bounds



Machine Learning: the setup

* The machine learning problem
* Each data point (x;, y;) consists of data z; and label ¥:
“ Access to training data (z1,y1), - , (Zn, Yn)
+ Goal: train classifier f to predict y based on x

« Example: Classification

T; € Rdayi = {_|_17 _1}



Machine learning: passive vs. active

# Classical framework: passive learning

# LILD. training data (x;,y;) Ve

* Evaluation: generalization error %r {y == £ (93)}

“ An active learning framework

* Data are cheap, but labels are expensive!

“ Example: medical data (labels require domain knowledge)

* Active learning: minimize label requests



Active Learning

“ Pool-based active learning

+ The learner A has access to unlabeled data stream
ii.d.
IR W E R D
* For each Z:, the learner decides whether to query; if
label requested, A obtains y;

* Minimize number of requests, while scanning
through polynomial number of unlabeled data.



Active Learning

“ Example: learning homogeneous linear classifier

y; = sgn(w ' x;) + noise

« Basic (passive) approach: empirical risk minimization

(ERM) n

W E argmin||w||2:1 Z I[yz # Sgn(wTZIZ‘z')]
i=1

* How about active learning?



Margin-based Active Learning

BALCAN, BRODER and ZHANG, COLT 07

* Data dimension d, query budget T, no. of iterations E

=+ At each iteration k & e O,
+ Determine parameters b, _q, Or_1q
« Find n = T/FE samples in {x € R : [Wp—1 - @| < bp—1}

+ Constrained ERM: w; = min L({ﬂi‘z‘,yi ?:13111)
G )

* Final output: wg



T'sybakov Noise Gondition

* There exist constants ;. > 0, « € (0, 1) such that

- 0w, w*) =% < err(w) — err(w*)

* o€ (0,1) : key noise magnitude parameter in TNC

+ Which one is harder?

err(w) — err(w™)

small «

arge «

» O(w,w™)




Margin-based Active Learning

+ Main Theorem [BBZ07]: when D is the uniform
distribution, the margin-based algorithm achieves

err(w) — err(w*) = Op { (%) WQ} .

Passive Learning:

O((d/T) =)



Prooft outline

BALCAN, BRODER and ZHANG, COLT'07
* At each iteration k, perform restricted ERM over within-
margin data

A

Wr— argmin e/I'\I'(U]‘Sl)y
O w0 =

B = faodr abnd < bl



Proof outhine

+ Key fact: if 0(yp_1,w*) < Br_1 and by, = O(8,/Vd) then
err(wy) — err(w*) = O (ﬁk_l \/d/T)

* Proof idea: decompose the excess error into two terms

err(wg|S1) — err(w™*|S1)| Pr|z € 5]

O(+/d/T) O (bj,_1Vd)

~

lerr(wyg|ST) — err(w*|ST)] Pr[x € S7] = O(tan Br_1)

+ Must ensure w* is always within reach!
_
Bk = 2% " Ok—1



Problem

* What if @ is not known? How to set key parameters
bk, Ok

« If the true parameter is a but the algorithm is run with
/
o >«

* The convergence is ' instead of a !



Noise-adaptive Algorithm

* Agnostic parameter settings

1 2
i ilogT,ﬁk = z_kﬂ',bk = ﬁ‘\/QE

Vd

* Main analysis: two-phase behaviors
« “Tipping point”: k* € {1,--- , B}, depending on «
o Phgse etk = ki Wi have thato iy, e b= 5

+ Phase II: k > k* , we have that

err(Wet1) — err(wg) < Bi - O(v/d/T)



Noise-Adaptive Analysis

# Main theorem: for all a € (0,1/2)

err(w) — err(w*) = Op { (%) ma} .

* Matching the upper bound in [BBZ07]

# ... and also a lower bound (this paper)



| .ower Bound

* Is there any active learning algorithm that can do better
than the Op((d/T)'/?*) sample complexity?

* In general, no [Henneke, 2015]. But the data distribution
D is quite contrived in the negative example.

+ We show that Op((d/T)/?*) is tight even if D is as
simple as the uniform distribution over unit sphere.



| .ower Bound

* The “Membership Query Synthesis” (QS) setting

* The algorithm A picks an arbitrary data point ;
* The algorithm receives its label ¥:

« Repeat the procedure T times, with T the budget

* QS is more powerful than pool-based setting when D
has density bounded away from below.

« We prove lower bounds for the QS setting, which
implies lower bounds in the pool-based setting.



T'sybakov’s Main Theorem

TSYBAKOV and ZAIATS, Introduction to Nonparametric Estimation
* Let Fo ={fo, -, fm} be aset of models. Suppose

» Separation: D(fj,fk) =20 Vg kel s SN ol

» Closeness: ZKL Py, ||Py,) < ylog M
] 1

S Realomilo e B i el e

* Then the following bound holds

. ; VM Y
1r}f]§;1]]g__)of}r[D(f f)>p} 1_|_\/7(1_2/y_2\/10gM>°




Negative Example Construction

& Scparation: D(f,. fr) > 2p. V). ke {l - Vi gict s

* Find hypothesis class W = {wq, - - - , w,, } such that
t < H(wi,wj) = 6.5t, \4) #j

# ... can be done for all ¢ € (0,1/4), using constant
weight coding

# ... can guarantee that log |[W| = Q(d)



Negative Example
Construction

p=1/2
A N\ e@w)
—n\ m/2: w "
s V722
(a) Mlustration of Pa(fl|)x

(b) Nlustration of Py, i # 1



Negative Example Construction

M
I
* Closeness: - ZKL( P; ||Py,) < ylog M
=
A :
P L o g
KL(P,r||Pjr) = E; |log X.l’Yl""’XT’YT( R, T, Yr)
2 PX1,Y1,-..,XT,YT($17?J1,'",SL‘T,yT)_

PXt|X1,Y1,-~,Xt_l,Yt_l(xt|xlayla e ,CL‘t—hyt—l)

Lt
Yt | Lt PXt|X1,Y1,..-,Xt_l,Yt_l(ZEt\iUl,yh"' 733t—17yt—1)

(Yl 2:)
(Yl 2:)
EliE=T el e (yt|ze)
(y:l2e)

= ZEz S ilogsse= AR P A R

T - sup KL(PY), (2) | PY), (-|2)).

AN



| .ower Bound

TSYBAKOV and ZAIATS, Introduction to Nonparametric Estimation
“ Let Fo ={fo, -, fm} be aset of models. Suppose

* Sepatations Dy fu) 2 2, ¥k € {11+, M}, # &

» Closeness: ZKL Py, ||Py,) < ylog M
j 1

o Resulanine B Pa vy e il 0 VL
+ Take p=O(t) = O((d/T)1~/2%)  log M = O(d)

+ We have that

.-
inf sup Pr |0(w, w™) > e (1)




| .ower Bound

« Suppose D has density bounded away from below and
fix # > 0, € (0,1) . Let Py x be class of distributions
satisfying (i, @) -TNC. Then we have that

i ¥ 2as
inf sup Ep|err(w) —err(w™)] > Q <—> :
A ey




Extension: “Proactive” learning

* Suppose there are m different users (labelers) who share
the same classifier w* but with different TNC
parameters @i, -, Qmpy

* The TNC parameters are not known.

“ At each iteration, the algorithm picks a data point x
and also a user j, and observes f(x;)

* The goal is to estimate the Bayes classifier w*



Extension: “Proactive” learning

* Algorithm framework:
* Operate in £ = O(logT) iterations.

“ At each iteration, use conventional Bandit algorithms
to address exploration-exploitation tradeoft

« Key property: search space {f;} and margin {bx} does
not depend on unknown TNC parameters.

* Many interesting extensions: what if multiple labelers
can be involved each time?



Thanks! Questions?



